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Abstract—Cloud computing is the latest distributed computing paradigm [1], [2] and it offers tremendous opportunities to solve 

large-scale scientific problems. However, it presents various challenges that need to be addressed in order to be efficiently utilized for 

workflow applications. Although the workflow scheduling problem has been widely studied, there are very few initiatives tailored for 

cloud environments. Furthermore, the existing works fail to either meet the user’s quality of service (QoS) requirements or to 

incorporate some basic principles of cloud computing such as the elasticity and heterogeneity of the computing resources. In this paper 

proposes a resource provisioning and scheduling strategy for scientific workflows on Infrastructure as a Service (IaaS) clouds. The 

proposed system presents an algorithm based on the particle swarm optimization (PSO), which aims to minimize the overall workflow 

execution cost while meeting deadline constraints. 
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I. INTRODUCTION 

The Scientific workflows [3] include ever-growing data and computing resources requirements and demand a high-performance 

computing cloud environment in order to be executed in a logical amount of time. These workflows are commonly modeled as a set of 

tasks interconnected via data or computing dependencies. The distributed resources have been studied extensively over the years, 

focusing on environments like grids and clusters. However, with the emergence of new paradigms such as cloud computing, novel 

approaches that address the particular challenges and opportunities of these technologies need to be developed. 

Distributed environments have evolved from shared community proposals to usage-based models; the present of these being cloud 

environments. This novel technology enables the delivery of cloud related resources over the Inter communication system [4], and 

follows a usage-as-you-go model where users are charged based on their consumption. There are various types of cloud providers [5], 

each of which has different product offerings. They are classified into a hierarchy of as-a-service terms: Software as a Service (SaaS), 

Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). 

The existing characteristic of preceding works developed for group of resources  and grids is their center of attention on meeting 

application deadlines (total amount of time taken receive application) of the workflow though ignoring the cost of the exploit 

infrastructure. Even suited for such environments, policies developed for clouds are obliged to consider the usage-per-use model of the 

infrastructure in order to avoid prohibitive and preventable costs. 

Our proposed work is based on the meta-heuristic optimization technique, particle swarm optimization (PSO). PSO is based on a 

swarm of particles moving through hole and converse with each other in order to finding an optimal search direction. PSO have been 

better totaling performance than other evolutionary algorithms [6] and fewer parameters to tune, which makes it easier to implement. 

Many problems in different areas has been successfully addressed by adapting PSO to specific domains; for instance this technique 
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has been used to solve problems in areas such as reactive voltage control[7] , pattern recognition[8] and data mining[9],among others. 

In this paper, proposed system develops a static cost-minimization. 

 The main contributions of this paper are: 

 To define the problem of scheduling prioritized workflow ensembles under budget and deadline constraints. 

 To  analyze and develop several dynamic and static algorithms for task scheduling and resource provisioning that rely on 

workflow structure information (critical shortest paths and workflow levels) and estimates of task runtimes in multi cloud 

providers 

 To evaluate these algorithms using infrastructure model and the application, taking into account reservations in task runtime 

estimates, provisioning delays, and failures. 

 To discuss the performance of the algorithms on a set of synthetic workflow ensembles based on important, real scientific 

applications, using a broad range of different application scenarios and varying constraint values. 

The rest of this paper is organized as follows. Section 2 presents the related work followed by the main contribution resource 

allocated and scheduling  models as well as the problem definition in Section 3. Section 4 gives a brief introduction to NPSO while 

and explains the proposed approach. Finally, Section 5 presents the evaluation of the algorithm followed by the conclusions and future 

work described in Section 6 and Section 7. 

 

II. RELATED WORK 

Scientific workflows, usually represented as Graph, are an important class of applications that lead to challenging problems in 

resource management on grid and utility resources systems. Workflows for large computational problems are often composed of 

several interrelated workflows grouped into ensembles. Workflows in an ensemble typically have a similar structure, but they differ in 

their input data and number of tasks, individual task sizes. There are many applications that require scientific workflow in single cloud 

provider in cloud environments.  

In general, scheduling multitask workflows on any distributed computing resources (including clouds) is an NP-hard problem [10]. 

The main challenge of dynamic workflow scheduling on virtual clusters lies in how to reduce the scheduling overhead to adapt to the 

workload dynamics with heavy fluctuations. In a cloud platform, resource profiling and stage simulation on thousands or millions of 

feasible schedules are often performed, if an optimal solution is demanded. An optimal workflow schedule on a cloud may take weeks 

to generate.   

Maria Alejandra Rodriguez et al. proposed the particle swarm optimization (PSO) method for solving complex problems with a 

very large solution space.  Subsequently, the authors demonstrated that the PSO method is effective to generate a soft or suboptimal 

solution for most of reduces the cost and communication NP-hard problems [10]. 

In this paper, a new novel particle swarm optimization (NPSO) algorithm is proposed. The NPSO applies the OO method 

iteratively, in search of adaptive schedules to execute scientific workflows on multi cloud provider in cloud compute nodes with 

dynamic workloads [11]. During each iteration, the NPSO is applied to search for a suboptimal or good-enough schedule with very 

low overhead. From a global point of view, NPSO can process more successive iterations fast enough to absorb the dynamism of the 

workload variations. The initial idea of this paper was presented at the Deadline Based Resource Provisioning and Scheduling 

Algorithm [12] with some preliminary results. This paper extends significantly from the conference paper with some theoretical proofs 

supported by an entirely new set of experimental results. 
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III. MAIN CONTRIBUTIONS 

In this paper main contribution are combined resource provisioning and scheduling strategies for executing scientific 

workflows on IaaS clouds. The scenario was modeled as an optimization problem which aims to minimize the overall execution cost 

while meeting a user defined deadline and was solved using the meta-heuristic optimization algorithm, PSO. The proposed approach 

incorporates basic IaaS cloud principles such as a usage-as-you-go model, heterogeneity, multi cloud, and cloud provider of the 

resources. Furthermore, our solution considers other characteristics typical of IaaS platforms such as performance variation and VM 

dynamic booting time. The experiments conducted with four well known workflows show that our solution has an overall better 

performance than the state-of-the-art algorithms. Furthermore, our heuristic is as successful in meeting deadlines as SCS, which is a 

dynamic algorithm. Also, in the best scenarios, when our heuristic, SCS and IC-PCP meet the deadlines, they are retable to produce 

schedules with lower execution costs. 

 

IV. PROPOSED SCHEME 

The proposed system contains all the existing system implementation. In addition, it extends the resource model to consider 

the data transfer cost between data centers so that nodes can be deployed on different regions. Extending the algorithm to include 

heuristics that ensure a task is assigned to a node with sufficient memory to execute it will be included in the algorithm. Also, it 

assigns different options for the selection of the initial resource pool. For example, for the given task, the different set of initial 

resource requirements is assigned. In addition, data transfer cost between data centers are also calculated so as to minimize the cost of 

execution in multi-cloud service provider environment. The main contribution of proposed system, the following problem solve in the 

existing system, they contribution are   

 Adaptable in situations where multiple initial set of resource availability. 

 Suitable for multiple cloud service provider environments. 

 Data transfer cost is reduced between different cloud data centers. 

PROPOSED NPSO ALGORITHMS 

 Input: Set of workflow task T, Initial Resources R,  

Set Dimensional Particle dp, Set Entropy Ө,  

Set Optimal Best opbest, Set Optimal Global Best ogbest 

Output: Multi cloud Provider Scheduling  

1. Set the dimension of the particle to dp 

2. Initialized the population of particles with random position and velocities 

3. For each particle, calculated its Entropy values Ө  

a. Compare the particle’s Entropy Ө value with the particle’s opbest. 

  If the current Ө values is better than opbest then set opbest to the current value and location  

b. Compare the particle’s Entropy Ө value with Global best ogbest. 

 If the current Ө values is better than ogbest then set ogbest to the current value and location  

c. Update the position and velocity of the particle   

V Xi (t+1) =V Xi (t) + V Vi (t)  

     4.  Repeat from Step 3 until the stopping criterion is met 
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The range in which the particle is allowed to move is determined in this case by the number of resources avail able to run the 

tasks. As a result, the value of a coordinate can range from 0 to the number of VMs in the initial resource pool. Based on this, the 

integer part of the value of each coordinate in a particle’s position corresponds to are source index and represents the compute 

resource assigned to the task defined by that particular coordinate. In this way, the particle’s position encodes a mapping of task to 

resources. 

V. PERFORMANCE EVALUATION 

The experiments were conducted using different deadlines. These deadlines were calculated so that their values lie between 

the slowest and the fastest runtimes. To calculate these runtimes, two additional policies were implemented. The first one calculates 

the schedule with the slowest execution time; a single VM of the cheapest type is leased and all the workflow tasks are executed on it. 

The second one calculates the schedule with the fastest execution time; one VM of the fastest type is leased for each workflow task. 

Although these policies ignore data transfer times, they are still a good approximation to what the slowest and fastest runtimes would 

be. To estimate each of the difference between the fastest and the slowest times is divided by five to get an interval size. To calculate 

the first deadline interval we add one interval size to the fastest deadline, to calculate the second one we add two interval sizes and so 

on. In this way we analyze the behavior of the algorithms as the deadlines increase from stricter values to more relaxed ones.  

 The results Fig 1.1 obtained for the PSO workflow and the NPSO algorithms are very similar to those obtained for the 

workflow. Its performance improves considerably for the 4th interval where it achieves a 100 percent hit rate. 

 

Fig 1.1 PSO Vs NPSO Performances-I  

 

The results Fig 1.2 obtained for the PSO workflow and the NPSO algorithms are very similar to those obtained for the 

workflow. Its performance improves considerably for the 3rd interval where it achieves a 100 percent hit rate. 

 

The average execution costs obtained for each workflow are shown in Fig. 1.3  We also show the mean PSO as the 

algorithms should be able to generate a cost-efficient schedule but not at the expense of a long execution time. The reference line on 

each panel displaying the average NPSO is the deadline corresponding to the given deadline interval. We present this as there is no 

use in an algorithm generating very cheap schedules but not meeting the deadlines; the cost comparison is made therefore, amongst 

those heuristics which managed to meet the particular deadline in a give case. 

 

PSO and NPSO Performances Analysis 
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Fig 1.2 PSO Vs NPSO Performances-II 

 

Fig 1.3 Reduces Cost and Communication for PSO and NPSO 
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VI.CONCLUSION 

As research conclusion of proposed system work, they are exploring to different options for the selection in multi cloud 

environment in cloud provider. The cloud provider select the initial resource pool have been significant impact on the performance of 

the algorithm. We would also like to experiment with different optimization techniques and compare their performance with PSO. 

Finally, we aim to implement our approach in a workflow engine so that it can be utilized for deploying applications in real life 

environments.  

VII. FUTURE ENHANCEMENTS 
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Cloud computing is broad field research problem; this paper describes the allocating resources workflow scheduling process from 

cloud provider in cloud environments. The proposed system is mainly contribution for allocated resources scheduling using novel 

particle swarm optimization algorithm. In this algorithm solve optimization problem and allocated the resources job workflow from 

multiple cloud provider in single cloud environments. In future, implementing new algorithm such as new AI application applied solve 

workflow scheduling problem in cloud environment.   
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