
International Journal of Engineering Research and General Science Volume 2, Issue 6, October-November, 2014                                                                                   
ISSN 2091-2730 

 

767                                                                                                   www.ijergs.org  
 

Fast Feature subset selection algorithm based on clustering for high 

dimensional data  

Mrs. Komal Kate¹, Prof. S. D. Potdukhe² 

¹PG Scholar, Department of Computer Engineering, ZES COER, pune, Maharashtra 

²Assistant Professor, Department of Computer Engineering, ZES COER, pune, Maharashtra 

Abstract— A Feature selection algorithm employ for removing irrelevant, redundant information from the data. Amongst feature 

subset selection algorithm filter methods are used because of its generality and are usually good choice when numbers of features are 

large. In cluster analysis, graph-theoretic clustering methods to features are used. In particular, the minimum spanning tree (MST)-

based clustering algorithms are adopted. A Fast clustering bAsed feature Selection algoriThm (FAST) is based on MST method. In the 

FAST algorithm, features are divided into clusters by using graph-theoretic clustering methods and then, the most representative 

feature that is strongly related to target classes is selected. Features in different clusters are relatively independent. A feature subset 

selection algorithm (FAST) is used to test high dimensional available image, microarray, and text data sets. Traditionally, feature 

subset selection research has focused on searching for relevant features. The clustering-based strategy of FAST having a high 

probability of producing a subset of useful and independent features. 
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INTRODUCTION 

Data mining is a process of analyzing data and summarizes it into useful information. In order to achieve successful data mining, 

feature selection is an essential component. In machine learning feature selection is also known as variable selection or attributes 

selection. The main idea of feature selection is to choose a subset of features by eliminating irrelevant or no predictive information. It 

is a process of selecting a subset of original features according to specific criteria. Feature selection is an important and frequently 

used technique in data mining for dimension reduction. It employ for removing irrelevant, redundant information from the data to 

speeding up a data mining algorithm, improving learning accuracy, and leading to better model comprehensibility. Supervised, 

unsupervised and semi-supervised feature selection algorithms are developed as result of process of feature selection algorithm. A 

supervised feature selection algorithm determines features' relevance by evaluating their correlation with the class or their utility for 
achieving accurate prediction, and without labels, an unsupervised feature selection algorithm may exploit data variance or data 

distribution in its evaluation of features' relevance and a semi-supervised feature selection algorithm uses a small amount of labelled 

data as additional information to improve unsupervised feature selection [2].  

Feature subset selection methods can be divided into four major categories: Embedded, Wrapper, Filter, and Hybrid. The embedded 

methods has a feature selections as a part of the training process and are usually specific to given learning algorithms, and thus 

possibly more efficient than the other three categories. Machine learning algorithms like decision trees or artificial neural networks are 

examples of embedded approaches. Wrapper methods assess subsets of variables according to their relevance to a given predictor. The 

method conducts a search for a good subset using the learning algorithm itself as part of the evaluation function. Filter methods are 

pre-processing methods. They attempt to assess the useful features from the data, ignoring the effects of the selected feature subset on 

the performance of the learning algorithm. Examples are methods that select variables by ranking them through compression 

techniques or by computing correlation with the output. The hybrid methods are a combination of filter and wrapper methods by using 

a filter method to reduce search space that will be considered by the subsequent wrapper. The important part of hybrid method is 
combination of  filter and wrapper methods to achieve the best possible performance with a particular learning algorithm with similar 

time complexity of the filter methods [1]. 

In cluster analysis, graph theoretic approach is used in many applications. In general graph-theoretic clustering a complete graph is 

formed by connecting each instance with all its neighbours. Zahn's clustering Algorithm  

  1. Construct the MST for the set of n patterns given. 

  2. Identify inconsistent edges in MST. 

  3. Remove the inconsistent edges to form connected components and call them clusters. 

In the FAST algorithm, features are divided into clusters by using graph-theoretic clustering methods and then, the most 

representative feature that is strongly related to target classes is selected. Features in different clusters are relatively independent. A 

feature subset selection algorithm (FAST) is used to test high dimensional available image, microarray, and text data sets. 

Traditionally, feature subset selection research has focused on searching for relevant features. The clustering-based strategy of FAST 
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having a high probability of producing a subset of useful and independent features. 
 

RELATED WORK 
 

Feature selection is aim at a choosing a subset of features by eliminating irrelevant or no predictive information. It is a 

process of selecting a subset of original features according to specific criteria. Irrelevant features do not contribute to the accuracy and 

redundant features mostly provide the information which is already present in other features. 

There are many feature selection algorithm present, some of them are useful at removing irrelevant features but not effective to handle 

redundant features. Yet some of the other can eliminate irrelevant feature while taking care of redundant features [1]. FAST algorithm 

falls in to second group. 

One of the feature selection algorithms is Relief [3], which weighs each feature according to its ability to discriminate 

instances under different targets based on distance-based criteria function. However, Relief is useless at removing redundant features 

as two predictive but highly correlated features are likely both to be highly weighted [4]. Relief-F [5] extends Relief, enabling this 
method to work with noisy and incomplete data sets and to deal with multiclass problems, but still cannot identify redundant features. 

Redundant features also affect the accuracy and speed of learning algorithm; hence it is necessary to remove it. CFS [6], FCBF [7], 

and CMIM [9] are examples that take into consideration the redundant features. CFS [6] is achieved by the hypothesis that a good 

feature subset is one that contains features highly correlated with the target, yet uncorrelated with each other. FCBF ([7], [8]) is a fast 

filter method which can identify relevant features as well as redundancy among relevant features without pair wise correlation 

analysis. CMIM [9] iteratively picks features which maximize their mutual information with the class to predict, conditionally to the 

response of any feature already picked. 

Different from above algorithms, FAST algorithm uses minimum spanning tree-based method to cluster features. 

 

 
FEATURE SUBSET SELECTION ALGORITHM 
 
FRAMEWORK 
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                                                        Fig.1. Framework of feature subset selection algorithm  

 

Feature subset selection algorithms are aim at identifying and removing irrelevant and redundant features as much as 

  Dataset 

Symmetric Uncertainty computation 

T-Relevance 

MST Construction 

Tree Partitioning & representative 

feature selection 

Selected features 



International Journal of Engineering Research and General Science Volume 2, Issue 6, October-November, 2014                                                                                   
ISSN 2091-2730 

 

769                                                                                                   www.ijergs.org  
 

possible. “Good feature subsets contain features highly correlated with (predictive of) the class, yet uncorrelated with (not predictive 
of) each other.” [10]  

Feature selection framework can deal with effectively and efficiently deal with irrelevant and redundant features. It is made 

up of two connected components of irrelevant feature removal and redundant feature elimination. The former obtains features relevant 

to the target concept by eliminating irrelevant ones, and the latter removes redundant features from relevant ones via choosing 

representatives from different feature clusters, and thus produces the final subset [1]. 

FAST algorithm, it involves 1) the construction of the minimum spanning tree from a weighted complete graph; 2) the 

partitioning of the minimum spanning tree into a forest such that each tree representing a cluster; and 3) and then the selection of 

representative features from the clusters.  

Relevant features have strong correlation with target concept hence they are always needed for a best subset, while redundant 

features are not needed because their values are completely correlated with each other. Thus, notions of feature redundancy and feature 

relevance are normally defined in terms of feature correlation and feature-target concept correlation. 

 
SYMMETRIC UNCERTAINTY 
 

  Mutual information majors how much feature values and target classes differ from each other. This is nonlinear estimation of 

correlation between feature values or feature values and target classes [1]. The symmetric uncertainty (𝑆𝑈) [11] is derived from the 

mutual information by normalizing it to the entropies of feature values or feature values and target classes, and has been used to 

evaluate the goodness of features for classification by a number of researchers (e.g., Hall [6], Hall and Smith  [10], Yu and Liu [7], [8], 

Zhao and Liu [12], [13]). 

The symmetric uncertainty is defined as follows 

 

𝑆𝑈(𝑋, 𝑌) =
2 × 𝐺𝑎𝑖𝑛(𝑋│𝑌)

𝐻(𝑋) +  𝐻(𝑌)
 

                                   Where, 

𝐺𝑎𝑖𝑛 𝑋 𝑌 = 𝐻 𝑋 − 𝐻(𝑋|𝑌) 

                      = 𝐻 𝑌 − 𝐻(𝑋|𝑌) 
 

𝐻 𝑋 =  − 𝑝(𝑥) log2 𝑝(𝑥)

𝑥∈𝑋

 

 

𝐻 𝑋 𝑌 = − 𝑝(𝑦)

𝑦∈𝑌

 𝑝(𝑥|𝑦) log2 𝑝(𝑥|𝑦)

𝑥∈𝑋

 

 

Where, p(x) is the probability density function and p (x|y) is the conditional probability density function. 

 

T-RELEVANCE 
 

The relevance between the feature Fi ∈ F and the target concept C is referred to as the T-Relevance of Fi and C, and denoted 

by SU(Fi,C). If SU(Fi,C) is greater than a predetermined threshold, then Fi is a strong T-Relevance feature. After finding the relevance 

value, the redundant attributes will be removed with respect to the threshold value. 

 

F-CORRELATION 
 

The correlation between any pair of features Fi and Fj (Fi,Fj ∈ F^ i ≠ j) is called the F-Correlation of Fi and Fj, and denoted 

by SU(Fi, Fj). The same equation of symmetric uncertainty which is used for finding the relevance between the feature and the target 

class is again applied to find the similarity between two attributes with respect to each label. 

 

MINIMUM SPANNING TREE 
 

Viewing features 𝐹𝑖 and 𝐹𝑗 as vertices and (𝐹𝑖, 𝐹𝑗) (𝑖 ∕= 𝑗) as the weight of the edge between vertices 𝐹𝑖 and  , a weighted 

complete graph 𝐺 = (𝑉,𝐸) is constructed. As symmetric uncertainty is symmetric further the F-Correlation (𝐹𝑖, 𝐹𝑗) is symmetric as 

well, thus 𝐺 is an undirected graph. The complete graph 𝐺 reflects the correlations among all the target-relevant features. 
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Unfortunately, graph 𝐺 has 𝑘 vertices and (𝑘−1)/2 edges. For high dimensional data, it is heavily dense and the edges with different 
weights are strongly interwoven. Moreover, the decomposition of complete graph is NP-hard [15]. Thus for graph 𝐺, we build a MST, 

which connects all vertices such that the sum of the weights of the edges is the minimum, using the well-known Prim algorithm [14]. 

The weight of edge (𝐹𝑖, 𝐹𝑗) is F-Correlation (𝐹𝑖, 𝐹𝑗). After building the MST, we first remove the edges 𝐸, whose weights are smaller 

than both of the T-Relevance (𝐹𝑖, 𝐶) and (𝐹𝑗, 𝐶), from the MST. Each deletion results in two disconnected trees 𝑇1 and 𝑇2.  

This can be illustrated by an example. Suppose fig.2 shows MST which is generated from complete graph. We first travel all 

the edges then decide to remove the edge (F0, F4) because its weight SU (F0, F4)= 0.2 is smaller than both SU (F0, C)= 0.6 and 

SU(F4, C)= 0.7. This makes the MST is clustered into two clusters. The details of the FAST algorithm are shown in algorithm1. 

 
 
                                                                                      
 
  
 
 
  
 
 
 
 
 
 
 

Fig.2. Example of clustering 

 
ALGORITHM 1: FAST 

 

 

Inputs: D(F1, F2, .... Fm, C)- the given data set 

             θ- the T-Relevance threshold. 

Output: S- selected feature subset. 

//-------Part1: Irrelevant Feature Removal ------ 

 

1     for i=1 to m do 

2         T-Relevance= SU(Fi, C) 

3         if T-Relevance >θ then 

4         S= S U {Fi}; 
 

//------Part2: Minimum spanning tree construction----- 

 

5     G= NULL; // G is a complete graph 

6     for each pair of features {Fˈi, Fˈj} ⊂ S do 

7            F-Correlation = SU (Fˈi, Fˈj) 

8            Add Fˈi and/ or Fˈj to G with F-Correlation as the weight of the corresponding edge; 

9      minSpanTree = Prim(G); //Using Prim Algorithm to generate the minimum spanning tree 

 

//-------Part3: Tree Partition and Representation Feature Selection------ 

 

10     Forest= minSpanTree 
11     for each edge Eij ϵ Forest do 

12           if SU(Fˈi, Fˈj) < SU(Fˈi, C) ˄ SU(Fˈi, Fˈj) < SU(Fˈj, C) then 

13                  Forest= Forest- Eij 

14     S= ɸ 

15     for each tree Ti ϵ Forest do 

16           Fʲᵣ = argmax Fˈk ϵ Ti SU(Fˈk, C) 

17           S= S U { Fʲᵣ}; 

18     return S 
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TIME COMPLEXITY 
 

The first part of the algorithm has a linear time complexity (𝑚) in terms of the number of features 𝑚. When 1 < 𝑘 ≤ 𝑚, the second part 

of the algorithm firstly constructs a complete graph from relevant features and the complexity is 𝑂(𝑘2), and then generates a MST 

from the graph using Prim algorithm whose time complexity is 𝑂(𝑘2). The third part partitions the MST and chooses the 

representative features with the complexity of (𝑘). Thus when 1 < 𝑘 ≤ 𝑚, the complexity of the algorithm is (𝑚+𝑘2). 

 

CONCLUSION 
 

FAST cluster based subset selection algorithm involves three important steps: 1.Removal of irrelevant features. 2. Elimination of 

Redundant features using minimum spanning tree. 3. Partitioning the MST and collect the selected features. Each cluster consists of 

redundant features and which is treated as single feature, so that dimensionality is reduced. A feature subset selection algorithm 

(FAST) is used to test high dimensional available image, microarray, and text data sets.  The clustering-based strategy of FAST 

produces a subset of useful and independent features. The FAST algorithm can efficiently and effectively deal with both irrelevant and 

redundant features, and obtain a good feature subset. 
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